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Explosion of Scientific Text Data

• The volume of scientific publications is 
growing exponentially.

• Doubling every 12 years [1]

• Reaching 240,000,000 in 2019 [2]

[1] A Century of Science: Globalization of Scientific Collaborations, Citations, and Innovations. KDD 2017.
[2] Microsoft Academic Graph: When Experts are Not Enough. Quantitative Science Studies 2020.
[3] https://www.economist.com/science-and-technology/2020/05/07/scientific-research-on-the-coronavirus-is-being-released-in-a-torrent 

• Papers on emerging topics can be released in a 
torrent.

• About 4,000 peer-reviewed papers on COVID-
19 by the end of April 2020 [3]

• DeepSeek-R1 was uploaded to arXiv on January 
22, 2025 and cited 578 times on April 8, 2025.
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How can we help researchers stay updated 
on their fields of interest?

https://www.economist.com/science-and-technology/2020/05/07/scientific-research-on-the-coronavirus-is-being-released-in-a-torrent


How can NLP assist scientific research?

Retrieving and Analyzing Relevant Literature Uncovering Knowledge Structures/Graphs

• Example tasks:

• Predict the diseases, chemicals, and viruses 
relevant to each paper.

• Retrieve papers relevant to both 
“Betacoronavirus” and “Paxlovid”.

• Find papers refuting the claim “CX3CR1 
impairs T cell survival”.

• Example tasks:

• Find protein entities relevant to 
“Parkinson's disease” from relevant 
literature.

• Predict the relationship between 
“Tremor” and “Sleeping Disorder”.
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How can NLP assist scientific research?

Generating Hypotheses and Suggesting Directions Reviewing Research Outcomes

• Example tasks:

• Generate a new hypothesis based on the 100 
most recent papers on “Polypharmacy Side 
Effects”.

• Evaluate the novelty of an idea for modeling 
“Polypharmacy Side Effects” in comparison with 
previous studies.

• Example tasks:

• Find qualified reviewers to review a 
submission.

• Provide constructive feedback to a 
paper draft.
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Large Language Models (LLMs) for NLP
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• A unified model to perform different NLP 
tasks with a few or zero examples

• I went to the zoo to see giraffes, lions, 
and {zebras, spoon}. (Lexical semantics)

• I was engaged and on the edge of my 
seat the whole time. The movie was 
{good, bad}. (Text classification)

• The word for “pretty” in Spanish is 
{bonita, hola}. (Translation)

• 3 + 8 + 4 = {15, 11} (Math)

• …

Are LLMs aware of structured information?



Structured Information Associated with Scientific Text
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Metadata/Network Knowledge GraphHierarchy/Taxonomy

Penicillin G Sodium is 
the sodium salt form 
of benzylpenicillin.

Text-Paired Molecule 

1YHU: Crystal 
structure of Riftia 
pachyptila C1 …

Text-Paired Protein 



LLMs may not be structure-aware!

8ChatGPT 3.5, queried on January 23, 2024

HIN2Vec was 
published in 
CIKM 2017.

HIN2Vec was 
written by 

Tao-yang Fu,
Wang-Chien Lee, 

and Zhen Lei.



LLMs may not be structure-aware!
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ChatGPT 4o, queried on October 12, 2024
Transformer was published 

in NeurIPS 2017.



LLMs may not be structure-aware!
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DeepSeek-R1-Distill-Llama-70B, queried on March 21, 2025 DeepWalk was published in 
KDD 2014.

How to make LLMs aware of 
structured information?



Today’s Talk: Overview

11

Part I: Structure-Aware 
LLMs for Scientific 

Question Answering

Jin et al., ACL 2024

Part II: Structure-Aware 
LLMs for Scientific 

Retrieval

Zhang et al., EMNLP 2023
Zhang et al., WWW 2025

Part III: Consumption of 
LLM Papers by the 

Broader Public 

Zhang, In submission
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12

Part I: Structure-Aware 
LLMs for Scientific 

Question Answering

Jin et al., ACL 2024

Part II: Structure-Aware 
LLMs for Scientific 

Retrieval

Zhang et al., EMNLP 2023
Zhang et al., WWW 2025

Part III: Consumption of 
LLM Papers by the 

Broader Public 

Zhang, In submission



How to make LLMs aware of structured information?
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• “Give a man a fish, and you feed him for a day; teach a man to fish, and you feed him for a lifetime.”

• “Teach an LLM to know one more edge, and you help it answer one question; teach an LLM to explore 
the graph, and you help it answer many questions.”

What is the most cited 
paper in WWW 2017?

Hallucinating!

Directly generating
the answer

Querying
(e.g., function call)

Augmenting
the input

Neural Collaborative 
Filtering

Academic Graph

Correct Answer!

Reasoning
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Chain-of-Thought (CoT) Prompting

• Add a series of intermediate reasoning steps in the demonstration examples(s)

• Get the model to explain its reasoning steps before making an answer

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. NeurIPS 2022.
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What if we need to access the graph during reasoning?

• Iterative reasoning, interaction and execution

• Reasoning – The LLM analyzes: (1) what additional external information from the graph is 
required; and (2) whether the question is answerable with the current contexts from graphs.

Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL 2024 Findings.
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What if we need to access the graph during reasoning?

• Iterative reasoning, interaction and execution

• Interaction – The LLM writes function calls.

• Execution – The LLM fetches relevant information.

Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL 2024 Findings.



Comparison with Previous Approaches

17Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL 2024 Findings.

R-L: ROUGE-L (lexical overlap with the ground-truth answer)

GPT4score: Ask GPT-4 to judge if the prediction and the ground truth are equivalent.

Our Model



Performance of Graph-CoT at Different Difficulty Levels
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• Easy questions: one-step reasoning/interaction

• “Who are the authors of {paper}?”

• Medium questions: multi-step reasoning/interaction

• “Who is the closest collaborator with {author} 
in {year}?”

• Hard questions: graph information alone is not 
sufficient to answer the question, but the graph can 
be useful by providing informative context

• “Which paper should be recommended to the 
reader of {paper}?”

Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL 2024 Findings.
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Today’s Talk: Part II
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Fine-Grained Scientific Paper Classification
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• The Microsoft Academic Graph has 740K+ categories.

• The Medical Subject Headings (MeSH) for indexing PubMed papers 
contain 30K+ categories.

• Each paper can be relevant to more than one category (5-15 
categories for most papers).

• Relevant categories: Betacoronavirus, Cardiovascular Diseases, 
Comorbidity, Coronavirus Infections, Fibrin Fibrinogen Degradation 
Products, Mortality, Pandemics, Patient Isolation, Pneumonia, …

Fine-grained classification can be viewed as a retrieval task. 
Query: Paper; Candidates: Category Names



Link Prediction
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BioBERT

Link prediction can be viewed as a retrieval task.          
Query: Paper; Candidates: Papers

DeepSeekMath

Med-PaLM



Fundamental Retrieval Tasks vs. Advanced Retrieval Applications

Given a patient summary, find 
similar patients/clinical case reports.

Given a scientific claim, find relevant 
papers (and predict their stance).

Given a paper submission, find 
expert reviewers.

• Why are some tasks more complex?

• Multiple factors should be considered when judging the relevance.

Fundamental 
Retrieval Tasks 

Advanced Retrieval 
Applications

22



Multiple Factors for Judging Relevance
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• Example: Paper-Reviewer Matching

• Why is a pair of (Paper, Reviewer) relevant?

• Multiple factors exist in other tasks (e.g., Patient-to-Article Matching) as well.



Contrastive Learning for a Fundamental Task

24

Title: BERT: Pre-training of Deep 
Bidirectional Transformers for 
Language Understanding
Abstract: We introduce a new 
language representation …

Title: OAG-BERT: Towards A 
Unified Backbone Language Model 
For Academic Knowledge Services
Abstract: Academic knowledge 
services have substantially …

LLM LLM

Citation

A vector representing OAG-BERT A vector representing BERT

Two vectors should be close.

• E.g., Link Prediction

• Step 1: Collect a large number of papers with citation information.

• Step 2: Train an LLM with such citation information.



Contrastive Learning for an Advanced Task – A Naïve Way
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• Each factor (topic, citation, and semantic) relies on one fundamental retrieval task.

• Directly combining pre-training data from different tasks to train a model?

(Paper, Label)

(Paper, Paper)

(Query, Paper)

• Task Interference: The model is confused by different types of “relevance”.

Text 1

LLM LLM

Text 2

Two vectors should be close.



A Toy Example of Task Interference
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• Imagine you have two “tasks”.

• Task 1: Given Paper1 and Paper2, predict if Paper1 should cite Paper2.

• Task 2: Given Paper1 and Paper2, predict if Paper1 and Paper2 share the same venue. 

• What if we directly merge the collected relevant (paper, paper) pairs for these two tasks?

• Is (Doc2, Doc1) relevant?

• The model does not know which task you are referring to, so it will get confused!



Zhang et al., Pre-training Multi-task Contrastive Learning Models for Scientific Literature Understanding. EMNLP 2023 Findings.

Tackling Task Interference: Mixture-of-Experts Transformer

• A typical Transformer layer

• 1 Multi-Head Attention (MHA) sublayer

• 1 Feed Forward Network (FFN) sublayer

• A Mixture-of-Experts (MoE) Transformer layer

• Multiple MHA sublayers

• 1 FFN sublayer

• (Or 1 MHA & Multiple FFN)

• Specializing some parts of the architecture to be 
an “expert” of one task

• The model can learn both commonalities and 
characteristics of different tasks.

27
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Comparison with Previous Approaches

• New SOTA on the PMC-Patients benchmark (patient-to-article retrieval)

• Outperforming previous scientific pre-trained language models in classification, link prediction, 
literature retrieval (TREC-COVID), paper recommendation, and claim verification (SciFact)

28
https://pmc-patients.github.io/ 

Our Model

TREC-COVID Our
Model

Zhang et al., Pre-training Multi-task Contrastive Learning Models for Scientific Literature Understanding. EMNLP 2023 Findings.

https://pmc-patients.github.io/


Zhang et al., Chain-of-Factors Paper-Reviewer Matching. WWW 2025.

Tackling Task Interference: Instruction Tuning

• Using a factor-specific 
instruction to guide 
the paper encoding 
process

• The instruction serves 
as the context of the 
paper.

• The paper does NOT 
serve as the context of 
the instruction.

29



Chain-of-Factors Reasoning

• Consider semantic, topic, and citation factors in 
a step-by-step, coarse-to-fine manner.

• Step 1: Semantic relevance serves as the coarsest 
signal to filter totally irrelevant papers.

• Step 2: Then, we can classify each submission and 
each relevant paper to a fine-grained topic space 
and check if they share common topics.

• Step 3: After confirming that a submission and a 
reviewer’s previous paper have common topics, 
the citation link between them will become an 
even stronger signal, indicating that the two 
papers may focus on the same task or datasets.

30Zhang et al., Chain-of-Factors Paper-Reviewer Matching. WWW 2025.



Comparison with Previous Approaches

• Public benchmark datasets

• Expert C judges whether Reviewer A is qualified to review Paper B.

• Outperforming the Toronto Paper Matching System (TPMS, used by Microsoft CMT)

Our Model

31Zhang et al., Chain-of-Factors Paper-Reviewer Matching. WWW 2025.

: semantic-based method         : topic-based method         : citation-based method



Today’s Talk: Part III
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What papers should we expect at an NLP conference?

33

https://faculty.washington.edu/ebender/papers/ACL_2024_Presidential_Address.pdf 

https://faculty.washington.edu/ebender/papers/ACL_2024_Presidential_Address.pdf


What papers should we expect at an NLP conference?

34



How does the public perceive NLP conferences?
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“Internal”
Cite

Patent Media (News/Social) Policy Document

Mention

“External”



Data and Metric

• How to quantify the impact of an NLP topic (e.g., “Language Modeling” and “Ethics, Bias, and 
Fairness” within a domain (e.g., “Citation”, “Patent”, “Media”, and “PolicyDocument”)?

• Assume there are 1,000 NLP papers, collectively cited 1,000 times in media posts.

• Among these papers, 100 are about “Language Modeling” and are collectively cited 200 times 
in media posts.

36

NLP Papers:
ACL Anthology

ACL, EMNLP, NAACL
1979-2024

Internal Citation:
OpenAlex

Patent-to-Paper:
Reliance on Science

Media-to-Paper:
Altmetric

PolicyDoc-to-Paper:
Overton

Impact Index “Language Modeling” → media =
200 total citations / 100 papers

1,000 total citations / 1,000 papers
= 2
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Observation 1: Papers on language modeling present a 
broader impact across all internal and external domains.
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Observation 2: Papers on ethics, bias, and fairness show 
significant attention in policy documents with much fewer 

academic/patent citations.
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Observation 3: Linguistic foundations are relatively under-
represented in all internal and external domains.



Correlation between Internal and External Impacts
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Patent Media Policy Document

Corr(Citation, �) 0.654 0.725
0.247

(0.599 if excluding “Ethics, 
Bias, and Fairness”)

Good alignment between what the public from external domains 
consume and what is regarded as impactful by researchers themselves.



Complementarity of Different External Impacts

• Consider the task of finding the top-1% highly 
cited papers.

• Random guess? Hit Rate = 1%

• Papers cited at least once in patents?

• Papers cited at least once in media posts?

• Papers cited at least once in policy 
documents?

• Papers cited at least once in BOTH 
patents AND media posts?

• …

42

Different external domains may favor different types of NLP papers. 
Papers attracting attention from multiple external domains are more 

likely to be internally impactful than those attracting one domain only.



Our Recent Survey Paper

43Zhang et al., A Comprehensive Survey of Scientific Large Language Models and Their Applications in Scientific Discovery. EMNLP 2024.



Ongoing Work: Expanding to Scientific Data in Other Modalities

44

Design a protein that 
satisfies XXX property

Hallucinating!

Directly generating
the answer

Retrieving
Augmenting

the input

MRLRKKWWARPEMEA
SPLCIV…

Good Answer!

Reasoning

Protein-Protein
Interaction Network

[description of 
2N91-A]

[description of  
1YHU-A]

[description of  
5B3I-A]

[description of  
5VPR-A]



Today’s Talk
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Thank you! Questions?

Yu Zhang

yuzhang@tamu.edu 
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