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Outline

 Unsupervised Topic Discovery

 Topic Modeling

 Clustering-Based Topic Discovery

 Seed-Guided Topic Discovery
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Topic Modeling: Introduction

What are important 
topics in the corpus?

 How to effectively & efficiently comprehend a large text corpus?
 Knowing what important topics are there is a good starting point!
 Topic discovery facilitates a wide spectrum of applications
 Document classification/organization
 Document retrieval/ranking
 Text summarization
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Topic Modeling: Overview
 How to discover topics automatically from the corpus?
 By modeling the corpus statistics!
 Each document has a latent topic distribution
 Each topic is described by a different word distribution
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Latent Dirichlet Allocation (LDA): Overview
 Each document is represented as a mixture of various topics
 E.g., a news document may be 40% on politics, 50% on economics, and 10% on 

sports
 Each topic is represented as a probability distribution over words
 E.g., the distribution of “politics” vs. “sports” might be like: 

 Dirichlet priors are imposed to enforce sparse distributions:
 Documents cover only a small set of topics (sparse document-topic distribution)
 Topics use only a small set of words frequently (sparse topic-word distribution)
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LDA: A Generative Model
 Formulating the statistical relationship between words, documents and latent topics 

as a generative process describing how documents are created:
 For the 𝑖𝑖-th document, choose
 For the 𝑘𝑘-th topic, choose
 For the 𝑗𝑗-th word in the 𝑖𝑖-th document,
 choose topic
 choose a word

topic’s word distribution

document’s topic distribution

word’s topic
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LDA: Inference
 Learning the parameters of LDA
 What need to be learned
 Document-topic distribution 𝜃𝜃 (for assigning topics to documents)
 Topic-word distribution 𝜑𝜑 (for topic interpretation)
 Words’ latent topic 𝑧𝑧
 How to learn the latent variables?

(Complicated due to intractable posterior)
 Monte Carlo simulation
 Gibbs sampling
 Variational inference
 …

observed

provided

latent
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Outline

 Unsupervised Topic Discovery

 Topic Modeling

 Clustering-Based Topic Discovery

 Directly Clustering of Text Embeddings [EMNLP’19]

 TopClus: Latent Space Clustering of PLM Representations [WWW’22]

 Seed-Guided Topic Discovery
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Clustering-Based Topic Discovery
 Topic modeling frameworks use bag-of-words features (i.e., only word counts in 

documents matter; word ordering is ignored)

 As we know, distributed text representations (text embeddings and language 
models) model better sequential information in text

 Can we take advantage of advanced text representations for topic discovery, as an 
alternative to topic modeling?   This leads to Word Embedding + Clustering

 Word Embedding + Clustering: Cast “topics” as clusters of word types — similar to 
taking the top-ranked words from each topic’s distribution in topic modeling

 How to obtain word clusters? Run clustering algorithms on word embeddings
 Since the text embedding space captures word semantic similarity (i.e., high 

vector similarity implies high semantic similarity), using distance-based clustering 
algorithms (like K-means) will naturally group semantically similar words into the 
same cluster
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Clustering-Based Topic Discovery: A benchmark study 

 Clustering algorithms: 
 k-means (KM) 
 Gaussian Mixture Models (GMM)
 Embeddings:
 Word2Vec
 GloVe
 fastText
 Spherical text embedding
 ELMo
 BERT

Sia, S., Dalmia, A., & Mielke, S. J. (2020). Tired of Topic Models? Clusters of Pretrained Word Embeddings Make for Fast and Good Topics too! EMNLP.
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Clustering-Based Topic Discovery: Word Frequency 

 One thing to consider is that text embeddings do not explicitly encode frequency 
information, which is important for topic discovery (i.e., more frequent words in 
the corpus may be more representative)

 Two ways to incorporate frequency information
 Weighted clustering: Frequent words weigh more when computing cluster 

centroids
 Rerank words in clusters: Rerank terms by frequency in each cluster when 

selecting representative terms
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Clustering-Based Topic Discovery: Results
 Use k-means (KM)/Gaussian Mixture Models (GMM) as clustering algorithm and 

use Spherical text embedding/BERT as representations leads to comparable 
results with LDA

weighted clustering + reranking
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Exploring Pre-Trained Language Models
 Recently, pre-trained language models (LMs) have achieved enormous success in lots

of tasks

 They employ Transformer as the backbone architecture for capturing the long-
range, high-order semantic dependency in text sequences, yielding superior 
representations

 They are pre-trained on large-scale text corpora like Wikipedia, they carry generic 
linguistic features that can be generalized to almost any text-related applications

 Given the strong representation power of the contextualized embeddings, it is natural 
to consider simply clustering them as an alternative to topic models

 Topics are essentially interpreted via clusters of semantically coherent and meaningful 
words

 Interestingly, such an attempt has not been reported successful yet
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Naively Clustering Pre-trained Embeddings?
 Why not naively cluster pre-

trained embeddings?

 Visualization: The 
embedding spaces do not 
exhibit clearly separated 
clusters

 Applying K-means with a 
typical K (e.g., K=100) to 
these spaces leads to low-
quality and unstable clusters

Meng, Y., Zhang, Y., Huang, J., Zhang, Y., & Han, J. (2022). Topic Discovery via Latent Space Clustering of Pretrained Language Model Representations. 
WWW.
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Root of the Challenges: Too Many Clusters
 Theoretically, such embedding space structure is due to too many clusters
 Theorem: The MLM pre-training objective of BERT assumes that the learned 

contextualized embeddings are generated from a Gaussian Mixture Model (GMM) with 
|V| mixture components where |V| is the vocabulary size of BERT.

 Mismatch between the number of clusters in the pre-trained LM embedding space 
and the number of topics to be discovered

 If a smaller K (K << |V|) is used, the resulting partition will not fit the original data 
well, resulting in unstable and low-quality clusters

 If a bigger K (K ≈ |V|) is used, most clusters will contain only one unique term, which 
is meaningless for topic discovery
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The Latent Space Model
 We propose to project the original embedding space into a latent space with K 

clusters of words corresponding to K latent topics

 We assume that the latent space is lower-dimensional and spherical, with the 
following preferable properties:

 Spherical latent space employs angular similarity between vectors to capture 
word semantic correlations, which works better than Euclidean metrics

 Lower-dimensional space mitigates the “curse of dimensionality”

 Projection from high-dimension to lower-dimension space forces the model to 
discard the information that is not helpful for forming topic clusters (e.g., 
syntactic features, “play”, “plays” and “playing” should not represent different 
topics)
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Latent Topic Space
 We propose a generative model for the joint learning

 A topic 𝑡𝑡 is sampled from a uniform distribution over the K topics
 A latent embedding 𝑧𝑧 is generated from the vMF distribution associated with topic 𝑡𝑡
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The Latent Space Model
 How to train the generative model?
 Preservation of original PLM embeddings:  Encourage the latent space to preserve the semantics of the original 

pre-trained LM induced embedding space
 Topic reconstruction of documents: Ensure the learned latent topics are meaningful summaries of the 

documents
 Clustering: Enforce separable cluster structures in the latent space for distinctive topic learning
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The Clustering Loss
 An EM algorithm, analogous to K-means
 The E-step estimates a new cluster assignment of each word based on the current 

parameters
 The M-step updates the model parameters given the cluster assignments
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Quantitative Results and Visualization

 Visualization

 Performance comparison
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Qualitative Results
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Outline

 Unsupervised Topic Discovery

 Seed-Guided Topic Discovery

 CatE: Discriminative Topic Mining via Category-Name Guided Text Embedding 
[WWW’20]

 JoSH: Hierarchical Topic Mining via Joint Spherical Tree and Text Embedding 
[KDD’20]

 SeedTopicMine: Integrating Multiple Types of Contexts [WSDM’23]
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Limitations of Unsupervised Topic Discovery

 Cannot incorporate user guidance:  Topic models tend to retrieve the most general 
and prominent topics from a text collection

 may not be of a user’s particular interest

 provide a skewed and biased summarization of the corpus

 Cannot enforce distinctiveness among retrieved topics:  Topic models do not 
impose discriminative constraints

 E.g., three retrieved topics from the New York Times annotated corpus via LDA

Difficult to clearly define the meaning 
of the three topics due to an overlap 
of their semantics (e.g., the term 
“united states” appears in all 3 topics)
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Seed-Guided, Discriminative Topic Mining
 Discriminative Topic Mining:  Given a text corpus and a set of category names, retrieve a set of 

terms that exclusively belong to each category 

 E.g., given 𝑐𝑐1: “The United States”, 𝑐𝑐2: “France”, 𝑐𝑐3: “Canada” 

 Yes to “Ontario” under 𝑐𝑐3: (a province in Canada and exclusively belongs to Canada)

 No to “North America” under 𝑐𝑐3: (a continent and does not belong to any countries (reversed 
belonging relationship))

 No to “English” under 𝑐𝑐3: (English is also the national language of the United States (not 
discriminative))

 Difference from topic modeling

 requires a set of user provided category names and only focuses on retrieving terms belonging 
to the given categories

 imposes strong discriminative requirements that each retrieved term under the corresponding 
category must belong to and only belong to that category semantically
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Outline

 Unsupervised Topic Discovery

 Seed-Guided Topic Discovery

 CatE: Discriminative Topic Mining via Category-Name Guided Text Embedding 
[WWW’20]

 JoSH: Hierarchical Topic Mining via Joint Spherical Tree and Text Embedding 
[KDD’20]

 SeedTopicMine: Integrating Multiple Types of Contexts [WSDM’23]
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 Word embeddings capture word semantic correlations via the distributional hypothesis
 captures local context similarity
 not exploit document-level statistics (global context)
 not model topics
 CatE: Category Name-guided Embedding: leverages category names to learn word 

embeddings with discriminative power over the specific set of categories

Discriminative Topic Mining via CatE

 CatE: Inputs
 Category names + Corpus
 CatE: Outputs (see figure)
 The same set of celebrities are 

embedded differently given 
different sets of category names

Meng, Y., Huang, J., Wang, G., Wang, Z., Zhang, C., Zhang, Y., & Han, J. (2020). Discriminative topic mining via category-name guided text embedding. 
WWW.
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CatE Embedding: Text Generation Modeling

 Modeling text generation under user guidance

 A three-step process:

1. A document 𝑑𝑑 is generated conditioned on one of the 𝑛𝑛 categories

2. Each word 𝑤𝑤𝑖𝑖 is generated conditioned on the semantics of the 
document 𝑑𝑑

3. Surrounding words 𝑤𝑤𝑖𝑖+𝑗𝑗 in the local context window of 𝑤𝑤𝑖𝑖 are 
generated conditioned on the semantics of the center word 𝑤𝑤𝑖𝑖

 Compute the likelihood of corpus generation conditioned on user-
given categories

1. Topic assignment

2. Global context

3. Local context
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CatE Embedding: Objective
 Objective: negative log-likelihood

 Introducing specificity

 E.g.,  “seafood” has a higher word distributional specificity than “food”, because 
seafood is a specific type of food

1. Topic assignment 2. Global context 3. Local context

Decompose into word-topic distribution
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 Ranking Measure for Selecting Class Representative Words:

 We find a representative word of category 𝑐𝑐𝑖𝑖 and add it to the set 𝑆𝑆 by

𝑤𝑤 hasn’t been a 
representative word

𝑤𝑤 must be more specific 
than the category name

Prefer words having high embedding 
cosine similarity with the category name

Prefer words with low distributional 
specificity (more general)

Category Representative Word Retrieval
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Quantitative Results
 Two datasets:
 New York Times annotated corpus (NYT)
 Two categories: topic and location

 Recently released Yelp Dataset Challenge (Yelp)
 Two categories: food type and sentiment

Dataset stat: # of docs by category name
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Qualitative Results
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Case Study: Effect of Distributional Specificity

 Coarse-to-fine topic presentation on NYT-Topic

 The table lists the most similar words/phrases with each category (measured by 
embedding cosine similarity) from different ranges of distributional specificity

 When 𝜅𝜅 is smaller, the retrieved words have wider semantic coverage
 In our model design, if not imposing constraints on the 𝜅𝜅, the retrieved words might 

be too general and do not belong to the category
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Outline

 Unsupervised Topic Discovery

 Seed-Guided Topic Discovery

 CatE: Discriminative Topic Mining via Category-Name Guided Text Embedding 
[WWW’20]

 JoSH: Hierarchical Topic Mining via Joint Spherical Tree and Text Embedding 
[KDD’20]

 SeedTopicMine: Integrating Multiple Types of Contexts [WSDM’23]
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Motivation: Hierarchical Topic Mining

 Mining a set of meaningful topics organized into a hierarchy is intuitively appealing 
and has broad applications

 Coarse-to-fine topic understanding

 Hierarchical corpus summarization

 Hierarchical text classification

 …

 Hierarchical topic models discover topic structures from text corpora via modeling the 
text generative process with a latent hierarchy

Meng, Y., Zhang, Y., Huang, J., Zhang, Y., Zhang, C., & Han, J. (2020). Hierarchical topic mining via joint spherical tree and text embedding. KDD.
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JoSH Embedding

 Difference from hyperbolic models (e.g., Poincare, Lorentz)
 Hyperbolic embeddings preserve absolute tree distance (similar embedding distance 

=> similar tree distance)
 We do not aim to preserve the absolute tree distance, but rather use it as a relative 

measure

Tree distance = 2

Tree distance = 2

Although 𝑑𝑑tree(sports, arts) = 𝑑𝑑tree(baseball, soccer), “baseball” and “soccer” should be 
embedded closer than “sports” and “arts” to reflect semantic similarity.

Use tree distance in a relative manner: Since 𝑑𝑑tree(sports, baseball) < 𝑑𝑑tree(baseball, soccer), 
“baseball” and “sports” should be embedded closer than “baseball” and “soccer”.
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 Modeling Text Generation Conditioned on the Category Tree (Similar to CatE)

 A three-step process:

1. A document 𝑑𝑑𝑖𝑖 is generated conditioned on one of the 𝑛𝑛 categories

2. Each word 𝑤𝑤𝑗𝑗 is generated conditioned on the semantics of the document 
𝑑𝑑𝑖𝑖

3. Surrounding words 𝑤𝑤𝑗𝑗+𝑘𝑘 in the local context window of 𝑤𝑤𝑖𝑖 are generated 
conditioned on the semantics of the center word 𝑤𝑤𝑖𝑖

1. Topic assignment

2. Global context

3. Local context

JoSH Text Embedding
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JoSH Tree Embedding

 Intra-Category Coherence: Representative terms of 
each category should be highly semantically relevant 
to each other, reflected by high directional similarity 
in the spherical space

 Inter-Category Distinctiveness: Encourage 
distinctiveness across different categories to avoid 
semantic overlaps so that the retrieved terms 
provide a clear and distinctive description
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 Recursive Local Tree Embedding:  Recursively embed local structures of the category 
tree onto the sphere

Local tree (sports)

Local tree (ROOT)

Local tree (arts)

JoSH Tree Embedding

 Preserving Relative Tree Distance within 
Local Trees: A category should be closer 
to its parent category than to its sibling 
categories in the embedding space

Local tree: A local tree 𝑇𝑇𝑟𝑟 rooted at node 
𝑐𝑐𝑟𝑟 ∈ 𝑇𝑇 consists of node 𝑐𝑐𝑟𝑟 and all of its 
direct children
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Experiments: Qualitative Results on NYT
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Experiments: Qualitative Results on ArXiv and 
Quantitative Results
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Outline
 Unsupervised Topic Discovery

 Seed-Guided Topic Discovery

 CatE: Discriminative Topic Mining via Category-Name Guided Text Embedding 
[WWW’20]

 JoSH: Hierarchical Topic Mining via Joint Spherical Tree and Text Embedding 
[KDD’20]

 SeedTopicMine: Integrating Multiple Types of Contexts [WSDM’23]
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Commonly Used Context Information
 Context Type I - Skip-Gram Embeddings
 Previous slides have shown that clustering skip-gram 

embeddings underperforms clustering output 
representations of contextualized language models such as 
BERT in unsupervised topic modeling.

 Context Type II - Pre-trained Language Model 
Representations

 Previous slides have shown that BERT representations suffer 
from the curse of dimensionality and may not form clearly 
separated clusters

 Thompson and Mimno [1] find that GPT-2 representations 
work well only if the outputs of certain layers are taken, and 
RoBERTa-induced topics are consistently of poor quality.

[1] Thompson, L., and Mimno, D. (2020). Topic modeling with contextualized word representation clusters. arXiv.
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Commonly Used Context Information
 Context Type III - Topic-Indicative Documents 
 Supervised topic models [1] propose to leverage 

document-level training data. However, such 
information relies on massive human annotation, 
which is not available under the seed-guided setting.

 A document may be too broad to be viewed as a context unit because each 
document can be relevant to multiple topics simultaneously.

 Each type of context signals has its specific advantages and disadvantages.
 A topic discovery method purely relying on one type of context information may 

not be robust across different datasets or seed dimensions. 
 Meanwhile, the three types of contexts strongly complement each other.

[1] Blei, D., and McAuliffe, J. (2007). Supervised topic models. NIPS.
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SeedTopicMine: Overview

Zhang, Y., Zhang, Y., Michalski, M., Jiang, Y., Meng, Y., & Han, J. (2023). Effective Seed-Guided Topic Discovery by Integrating Multiple Types of 
Contexts. WSDM.
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SeedTopicMine: Topic-Indicative Sentence Retrieval

 The sentences containing many topic-indicative terms from one category and do 
not contain any topic-indicative term from other categories should be topic-
indicative sentences. We call such sentences “anchor” sentences.

 The “neighbor” sentences of topic-indicative “anchor” sentences should be 
included in topic-indicative sentences as well if they do not contain topic-
indicative terms from other categories.

Sentence 0 Sentence 1 Sentence 2 Sentence 3Sentence -3 Sentence -2 Sentence -1

No need
to check

Retrieval result 
checking ±2 “neighbor” sentences

(“anchor”
sentence)
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Quantitative Results

 Three types of contexts all have positive contribution.
 Even for the same dataset (i.e., Yelp), the contribution 

of a certain type of context information varies 
significantly with the input seeds. Therefore, it 
becomes necessary to integrate them together to 
make the framework more robust.
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Qualitative Results
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